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第一步：了解你的数据、你的人工智能以及你所面临的
风险 

库存您的人工智能全景： 

     识别所有AI举措：全面盘点贵组织内的所有AI项目和应用。 

示例 
这包括内部开发的人工智能模型、第三方人工智能服务，甚至现有软件中由人工智能驱动的简单功能。 

      对人工智能应用进行分类：根据其类型和目的对每项人工智能计划进行分类。 

示例 
它是像聊天机器人或内容生成器那样的生成式人工智能工具吗？还是用于风险评估的预测模型？了解 

每种人工智能应用的具体能力和局限性是评估其潜在风险的关键。 

   文档数据来源与流动：对于每项人工智能（AI）计划，需明确其使用的数据来源、

处理的数据类型（如客户数据、财务信息、专有代码）以及这些数据在不同系统间

的流动方式。 

示例 
人工智能应用程序是否访问存储在云存储、本地数据库或外部应用程序编程接口（API）中的数据？ 

使用图表可视化这些数据流有助于发现潜在的漏洞。 

 

 确定你的AI应用范围： 

   利用生成式人工智能安全范围矩阵：该矩阵在参考资料中有所介绍，它提供了一个

框架，根据贵组织对人工智能模型及相关数据的控制程度，将人工智能使用情况划

分为五个范围。 

https://aws.amazon.com/ai/generative-ai/security/scoping-matrix/


 

示例 
使用像ChatGPT这样的公共人工智能服务属于范围1，而从头开始构建和训练一个定制的人工智能模型 

则对应于范围5。每个范围都有不同的风险特征，了解你所处的范围对于制定合适的安全策略至关重要。 

 

 绘制数据流图： 

      创建可视化表示：超越简单的文档记录，为每个AI应用开发可视化数据流图。 

   突出潜在漏洞：精确识别敏感数据传输、存储或处理的区域。这些区域是实施安全 

控制的首选目标。 

示例 
如果您的数据流图显示人工智能聊天机器人会访问包含客户个人身份信息的数据库，那么您需要确保该 

数据库具备强大的访问控制和加密措施。 

 

步骤2：逐步构建你的AI安全防线 

 身份与访问管理（IAM）： 

  最小特权原则：这一原则至关重要。仅授予用户和系统执行其任务所需的最小访问

权限。过度宽松的访问权限是灾难的根源。 

   强认证：实施稳健的认证机制，包括多因素认证（MFA），以在授予用户访问人工智

能系统和数据的权限之前验证其身份。 

   细粒度授权：不要仅依赖基本身份验证。利用基于角色的访问控制（RBAC）为不同

的用户角色定义细粒度权限。这确保用户只能执行与其工作职能相关的操作和访问相

关数据。 

  控制模型推理端点的访问：限制对允许与人工智能模型交互的应用程序编程接口（API）

的直接访问。就像你不希望未经授权的用户直接连接到你的生产数据库一样，你也需要  

保护你的AI模型免受未经授权的推理请求的侵害。 

示例 
如果您使用的是Amazon Bedrock，请利用AWS身份与访问管理（IAM）来管理调用模型推理的权限。 

  安全API密钥：如果您的AI应用程序依赖API密钥进行身份验证，请将这些密钥视为高度

敏感信息。请安全地存储它们，定期更换它们，并实施机制以撤销已泄露的密钥。 

 



 

 数据保护，始终如一： 

   加密静态和传输中的数据：加密是您最好的朋友。对存储在数据库、云存储和任

何其他位置的敏感数据进行加密。同样重要的是对传输中的数据进行加密，尤其

是在通过网络传输信息或与人工智能应用程序交互时。 

示例 
如果您使用Amazon S3来存储人工智能模型工件，请为您的S3存储桶启用加密功能。对于用于模 

型微调的敏感数据，考虑使用客户管理的AWS KMS密钥以增加额外的控制层。 

  数据最小化：不要收集或存储非人工智能项目绝对需要的数据。你拥有的数据越少，

你的攻击面就越小。 

示例 
如果您的AI模型仅需处理客户姓名和电子邮件地址，则无需存储如社会保险号或信用卡详细信息等敏 

感信息。 

  去标识化：在可能的情况下，从数据集中移除或屏蔽个人身份信息（PII）。这对于

用于训练人工智能模型的数据尤为重要，因为它降低了敏感信息泄露的风险。 

 

 人工智能时代的威胁建模： 

  了解人工智能特定威胁：传统的威胁建模技术需要不断发展，以应对人工智能系统

特有的脆弱性。 

示例 
提示注入、后门攻击和数据投毒只是针对人工智能应用的一些具体威胁示例。 

   应对提示注入：提示注入是一种关键威胁，攻击者通过精心设计的恶意输入来操纵

人工智能的输出。为降低此风险，可采取以下措施： 

  用户输入的净化：实施输入验证和净化技术，以过滤掉潜在的恶意字符或命

令。 

   限制模型对敏感信息的访问：设计应用程序以防止人工智能模型访问或泄露不   

应访问的信息。资料中提供了一个示例，即在将敏感信息（如客户的欺诈评分）

纳入提供给模型的上下文之前，对其进行编辑处理。 

  使用亚马逊基石防护工具：基石防护工具允许您定义策略和过滤器，以检测和

阻止用户输入和人工智能输出中的不良内容。 

   保障供应链安全：若您正在使用预训练的人工智能模型或第三方人工智能服务，

请确保模型产物的完整性和真实性。 



 

示例 
验证模型的来源，使用校验和或数字签名来检测篡改，并扫描模型以查找已知漏洞。 

 

第三步：赋能员工，促进协作，永不停歇地学习 

 让安全成为每个人的责任： 

   定期安全意识培训：针对人工智能相关风险和最佳实践，开展持续的安全意识培训。向

员工传授以下内容： 

  数据处理政策：明确传达关于敏感数据处理（包括人工智能训练所用数据和人工智

能应用生成的数据）的政策。 

  人工智能特定威胁：阐述与人工智能相关的风险，如提示注入和数据投毒，并提

供这些攻击如何发生的示例。 

  报告程序：建立清晰的渠道，用于报告可疑活动、潜在数据泄露或对人工智能

安全的担忧。 

  培养安全文化：鼓励员工树立安全至上的心态，让他们敢于识别和报告潜在问题，

而不必担心遭到报复。 

 

 拥抱社区的力量： 

  行业合作：参与行业论坛，出席会议，并与同行交流，分享有关新兴人工智能安全威胁、最

佳实践以及经验教训的信息。 

  保持知情：人工智能安全领域在不断发展。订阅相关的安全博客、新闻通讯和威胁情

报源，以掌握最新动态。 

 

 持续监测与改进： 

   实施监控工具：部署安全信息和事件管理（SIEM）系统、入侵检测与防御系统 

（IDPS）以及其他安全监控工具，以检测并响应人工智能基础设施中的可疑活动。  

  定期安全审计：定期进行安全审计和渗透测试，以发现人工智能系统和数据管道中

的漏洞。 

  适应与提升：利用从监控、审计和事件响应中获得的洞察，持续改进您的人工智能

安全态势。 
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